
The objective is to estimate vehicle sideslip angle accurately and robustly

with a novel scheme combining deep neural network and nonlinear Kalman filters

Simulation

Verification through Carsim simulator

 Training Dataset

 Two different road conditions (𝜇 = 0.3, 0.85)

 Test Dataset

 Includes new maneuvers and road conditions 

(𝜇 = 0.2, 0.3, 0.5, 0.85)

 The maximum error improvement of the proposed method is 3.60 deg

compared to DNN only, 1.53 deg to EKF only and 1.02 deg to UKF 

only, respectively, in the sideslip angle estimation.

Fig. 2. Overall architecture of the proposed method

Fig. 1. Network for sideslip angle and standard deviation estimation

A novel sideslip angle estimation scheme is proposed combining DNN and EKF/UKF

The initial estimate and its uncertainty are obtained from deep ensemble

The outputs of deep ensemble are utilized in EKF/UKF for the final estimate

Combining the DNN with EKF/UKF improves the estimation performance significantly

The proposed method is validated under various road surface conditions

Vehicle dynamics model

2. Adaptive Kalman Filters

Algorithm

 3-DOF bicycle model

 The initial estimate and its uncertainty are obtained from deep ensemble

 The measurement vector and noise covariance matrix are updated

 General EKF/UKF process

 Reliability of deep ensemble is automatically determined by 

the uncertainty of the estimate from deep ensemble

Deep ensemble is used to obtain not only the robust estimate but also 

the uncertainty of the estimate. 

1. Deep Ensemble-based Virtual Sensor

𝜷𝑫𝑵𝑵 =
σ𝑖 𝛽𝐷𝑁𝑁,𝑖

5 𝝈𝜷,𝑫𝑵𝑵 =
σ𝑖(𝜎𝛽,𝐷𝑁𝑁,𝑖

2 + 𝛽𝐷𝑁𝑁,𝑖
2)

5
− 𝛽𝐷𝑁𝑁

2
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Experiment

Verification through the test vehicle equipped with an optical sensor

 The maximum error improvement of the proposed method is 0.36 deg

compared to DNN only, 1.01 deg to EKF only and 1.16 deg to UKF only, 

respectively, in the sideslip angle estimation.

Fig. 3. Simulation results for test scenario 4

Fig. 4. Experimental results for test scenario 2

Deep ensemble model (f) 

Update measurement vector (z)

Update noise covariance matrix (Q)

General EKF process


